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This is a book about exploring random systems using computer simulation and thus, this book combines two different topic areas which have always fascinated me: the mathematical theory of probability and the art of programming computers. The method of using computer simulations to study a system is very different from the more traditional, purely mathematical approach. On the one hand, computer experiments normally can only provide approximate answers to quantitative questions, but on the other hand, results can be obtained for a much wider class of systems, including large and complex systems where a purely theoretical approach becomes difficult.

In this text we will focus on three different types of questions. The first, easiest question is about the normal behaviour of the system: what is a typical state of the system? Such questions can be easily answered using computer experiments: simulating a few random samples of the system gives examples of typical behaviour. The second kind of question is about variability: how large are the random fluctuations? This type of question can be answered statistically by analysing large samples, generated using repeated computer simulations. A final, more complicated class of questions is about exceptional behaviour: how small is the probability of the system behaving in a specified untypical way? Often, advanced methods are required to answer this third type of question. The purpose of this book is to explain how such questions can be answered. My hope is that, after reading this book, the reader will not only be able to confidently use methods from statistical computing for answering such questions, but also to adjust existing methods to the requirements of a given problem and, for use in more complex situations, to develop new specialised variants of the existing methods.

This text originated as a set of handwritten notes which I used for teaching the ‘Statistical Computing’ module at the University of Leeds, but now is greatly extended by the addition of many examples and more advanced topics. The material we managed to cover in the ‘Statistical Computing’ course during one semester is less than half of what is now the contents of the book! This book is aimed at postgraduate students and their lecturers; it can be used both for self-study and as the basis of taught courses. With the inclusion of many examples and exercises, the text should also be accessible to interested undergraduate students and to mathematically inclined researchers from areas outside mathematics.
Only very few prerequisites are required for this book. On the mathematical side, the text assumes that the reader is familiar with basic probability, up to and including the law of large numbers; Appendix A summarises the required results. As a consequence of the decision to require so little mathematical background, some of the finer mathematical subtleties are not discussed in this book. Results are presented in a way which makes them easily accessible to readers with limited mathematical background, but the statements are given in a form which allows the mathematically more knowledgeable reader to easily add the required detail on his/her own. (For example, I often use phrases such as ‘every set $A \subseteq \mathbb{R}^d$’ where full mathematical rigour would require us to write ‘every measurable set $A \subseteq \mathbb{R}^d$’.) On the computational side, basic programming skills are required to make use of the numerical methods introduced in this book. While the text is written independent of any specific programming language, the reader will need to choose a language when implementing methods from this book on a computer. Possible choices of programming language include Python, Matlab and C/C++. For my own implementations, provided as part of the solutions to the exercises in Appendix C, I used the R programming language; a short introduction to programming with R is provided in Appendix B.

Writing this book has been a big adventure for me. When I started this project, more than a year ago, my aim was to cover enough material so that I could discuss the topics of multilevel Monte Carlo and reversible jump Markov Chain Monte Carlo methods. I estimated that 350 pages would be enough to cover this material but it quickly transpired that I had been much too optimistic: my estimates for the final page count kept rising and even after several rounds of throwing out side-topics and generally tightening the text, the book is still stretching this limit! Nevertheless, the text now covers most of the originally planned topics, including multilevel Monte Carlo methods near the very end of the book. Due to my travel during the last year, parts of this book have been written on a laptop in exciting places. For example, the initial draft of section 1.5 was written on a coach travelling through the beautiful island of Kyushu, halfway around the world from where I live! All in all, I greatly enjoyed writing this book and I hope that the result is useful to the reader.

This book contains an accompanying website. Please visit www.wiley.com/go/statistical_computing

Jochen Voss

Leeds, March 2013
# Nomenclature

For reference, the following list summarises some of the notation used throughout this book.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \emptyset )</td>
<td>the empty set</td>
</tr>
<tr>
<td>( \mathbb{N} )</td>
<td>the natural numbers: ( \mathbb{N} = {1, 2, 3, \ldots } )</td>
</tr>
<tr>
<td>( \mathbb{N}_0 )</td>
<td>the non-negative integers: ( \mathbb{N}_0 = {0, 1, 2, \ldots } )</td>
</tr>
<tr>
<td>( \mathbb{Z} )</td>
<td>the integers: ( \mathbb{Z} = {\ldots, -2, -1, 0, 1, 2, \ldots } )</td>
</tr>
<tr>
<td>( n \mod m )</td>
<td>the remainder of the division of ( n ) by ( m ), in the range ( 0, 1, \ldots, m - 1 )</td>
</tr>
<tr>
<td>( \delta_{kl} )</td>
<td>the Kronecker delta: ( \delta_{kl} = 1 ) if ( k = l ) and ( \delta_{kl} = 0 ) otherwise</td>
</tr>
<tr>
<td>( \mathbb{R} )</td>
<td>the real numbers</td>
</tr>
<tr>
<td>( \lceil x \rceil )</td>
<td>the number ( x \in \mathbb{R} ) ‘rounded up’, that is the smallest integer greater than or equal to ( x )</td>
</tr>
<tr>
<td>( (a_n)_{n \in \mathbb{N}} )</td>
<td>a sequence of (possibly random) numbers: ( (a_n)_{n \in \mathbb{N}} = (a_1, a_2, \ldots) )</td>
</tr>
<tr>
<td>( \mathcal{O}(\cdot) )</td>
<td>the big ( \mathcal{O} ) notation, introduced in definition 3.16</td>
</tr>
<tr>
<td>( [a, b] )</td>
<td>an interval of real numbers: ( [a, b] = {x \in \mathbb{R} \mid a \leq x \leq b} )</td>
</tr>
<tr>
<td>( {a, b} )</td>
<td>the set containing ( a ) and ( b )</td>
</tr>
<tr>
<td>( A^C )</td>
<td>the complement of a set: ( A^C = {x \mid x \notin A} )</td>
</tr>
<tr>
<td>( A \times B )</td>
<td>the Cartesian product of the sets ( A ) and ( B ): ( A \times B = {(a, b) \mid a \in A, b \in B} )</td>
</tr>
<tr>
<td>( \mathbb{I}_A(x) )</td>
<td>the indicator function of the set ( A ): ( \mathbb{I}_A(x) = 1 ) if ( x \in A ) and ( 0 ) otherwise (see section A.3)</td>
</tr>
<tr>
<td>( \mathcal{U}[0, 1] )</td>
<td>the uniform distribution on the interval ( [0, 1] )</td>
</tr>
<tr>
<td>( \mathcal{U}{-1, 1} )</td>
<td>the uniform distribution on the two-element set ( {-1, 1} )</td>
</tr>
<tr>
<td>( \text{Pois}(\lambda) )</td>
<td>the Poisson distribution with parameter ( \lambda )</td>
</tr>
<tr>
<td>( X \sim \mu )</td>
<td>indicates that a random variable ( X ) is distributed according to a probability distribution ( \mu )</td>
</tr>
<tr>
<td>(</td>
<td>S</td>
</tr>
<tr>
<td>( \mathbb{R}^S )</td>
<td>space of vectors where the components are indexed by elements of ( S ) (see section 2.3.2)</td>
</tr>
<tr>
<td>( \mathbb{R}^{S \times S} )</td>
<td>space of matrices where rows and columns are indexed by elements of ( S ) (see section 2.3.2)</td>
</tr>
</tbody>
</table>